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Abstract

We propose differential fairness, a multi-attribute definition of fairness in machine learning which is informed by the framework of intersectionality, a critical lens arising from the humanities literature, leveraging connections between differential privacy and legal notions of fairness. We show that our criterion behaves sensibly for any subset of the set of protected attributes, and we prove economic, privacy, and generalization guarantees. We provide a learning algorithm which respects our differential fairness criterion. Experiments on the COMPAS criminal recidivism dataset and census data demonstrate the utility of our methods.

1 Introduction and Motivation

The increasing impact of artificial intelligence and machine learning technologies on many facets of life, from commonplace movie recommendations to consequential criminal justice sentencing decisions, has prompted concerns that these systems may behave in an unfair or discriminatory manner [2][24][25]. A number of studies have subsequently demonstrated that bias and fairness issues in AI are both harmful and pervasive [1][5][4]. The AI community has responded by developing a broad array of mathematical formulations of fairness and learning algorithms which aim to satisfy them [11][15][3][29]. Fairness, however, is not a purely technical construct, having social, political, philosophical and legal facets [6]. The necessity has now become clear for interdisciplinary analyses of fairness in AI and its relationship to society, to civil rights, and to the social goals which are to be achieved by mathematical fairness definitions, which have not always been made explicit [23]. In this work, we address the specific challenges of fairness in AI that are motivated by intersectionality, an analytical lens from the third-wave feminist movement which emphasizes that civil rights and feminism should be considered simultaneously rather than separately [10]. We propose an intersectional AI fairness criterion and perform a theoretical analysis of its properties relating to diverse fields including the humanities, law, privacy, economics, and statistical machine learning.

The principle of intersectionality emphasizes that systems of oppression built into society lead to systematic disadvantages along intersecting dimensions, which include not only gender, but also race, nationality, sexual orientation, disability status, and socioeconomic class [2][8][10][16][21][27]. These systems are interlocking in their effects on individuals at each intersection of the affected dimensions. Intersectionality thus implies the use of multiple protected attributes, and has further implications. Many AI fairness definitions aim (implicitly or otherwise) to uphold the principle of infra-marginality, which states that differences between protected groups in the distributions of “merit” or “risk” (e.g. the probability of carrying contraband at a policy stop) should be taken into account when determining whether bias has occurred [25]. In short, the infra-marginality principle makes the implicit assumption that society is a fair, level playing field, and thus differences in “merit” or “risk” between groups in data and predictive algorithms are often to be considered legitimate. In contrast, intersectionality theory posits that these distributions of merit and risk are often influenced by unfair societal processes. In ideal intersectional fairness, since ability to succeed is affected by unfair processes, it is desired that this unfairness is corrected and individuals achieve their true
In the machine learning literature, the previous AI fairness definition most relevant to intersectionality is statistical parity subgroup fairness (SF) \[ 19 \]. We adapt the notation of \[ 19 \] to all definitions in this paper. Suppose \( M(x) \) is a (possibly randomized) mechanism which takes an instance \( x \in \chi \) and produces an outcome \( y \) for the corresponding individual, \( S_1, \ldots, S_n \) are discrete-valued protected attributes, \( A = S_1 \times S_2 \times \ldots \times S_n \), and \( \theta \) is the distribution which generates \( x \). For example, the mechanism \( M(x) \) could be a deep learning model for a lending decision, \( A \) could be the applicant’s possible gender and race, and \( \theta \) the joint distribution of credit scores and protected attributes. The protected attributes are included in the attribute vector \( x \), although \( M(x) \) is free to disregard them (e.g. if this is disallowed). The setting is illustrated in Figure 1.

**Definition 1.1. (Statistical Parity Subgroup Fairness \[ 18 \])** Let \( G \) be a collection of protected group indicators \( g: A \rightarrow \{0,1\} \), where \( g(s) = 1 \) designates that an individual with protected attributes \( s \) is in group \( g \). Assume that the classification mechanism \( M(x) \) is binary, i.e. \( y \in \{0,1\} \).

Then \( M(x) \) is \( \gamma \)-statistical parity subgroup fair with respect to \( \theta \) and \( G \) if for every \( g \in G \),

\[
|P_{M,\theta}(M(x)=1) - P_{M,\theta}(M(x)=1|g(s)=1)| \\
\times P_\theta(g(s)=1) \leq \gamma .
\] (1)

From an intersectional perspective, one concern with SF is that it does not protect minority groups, often marginalized by society, and whose protection intersectionality emphasizes. The term \( P_\theta(g(s)=1) \) weights the “per-group (un)fairness” for each group \( g \), i.e. Equation (1) applied to \( g \) alone, by its proportion of the population, thereby downweighting the consideration of minorities.

## 2 Differential Fairness (DF) Measure

We propose an alternative fairness criterion which is more concordant with intersectionality, including its treatment of minorities and its other provable theoretical properties. We first motivate our criterion from a legal perspective. Consider the 80% rule, established in the Code of Federal Regulations \[ 14 \] as a guideline for establishing disparate impact in violation of anti-discrimination laws such as Title VII of the Civil Rights Act of 1964. The 80% rule states that there is legal evidence of adverse impact if the ratio of probabilities of a particular favorable outcome, taken between a disadvantaged and an advantaged group, is less than 0.8:

\[
P(M(x)=1|\text{group A})/P(M(x)=1|\text{group B}) < 0.8 .
\] (2)

Our proposed criterion, which we call differential fairness (DF), extends the 80% rule to protect multi-dimensional intersectional categories, with respect to multiple output values. We similarly restrict ratios of outcome probabilities between groups, but instead of using a predetermined fairness threshold at 80%, we measure fairness on a sliding scale that can be interpreted similarly to that of differential privacy, a definition of privacy for data-driven algorithms \[ 12 \]. Differential fairness measures the fairness cost of mechanism \( M(x) \) with a parameter \( \epsilon \).

---

1 Disparity could still be desirable if there are legitimate confounders which depend on protected groups, e.g. choice of department that individuals apply to in college admissions. We address this in Appendix E.1.
Definition 2.1. A mechanism $M(x)$ is $\epsilon$-differentially fair (DF) with respect to $(A, \Theta)$ if for all $\theta \in \Theta$ with $x \sim \theta$, and $y \in \text{Range}(M)$,

$$e^{-\epsilon} \leq \frac{P_{M,\theta}(M(x) = y|s_i, \theta)}{P_{M,\theta}(M(x) = y|s_j, \theta)} \leq e^{\epsilon}.$$  

(3)

for all $(s_i, s_j) \in A \times A$ where $P(s_i|\theta) > 0$, $P(s_j|\theta) > 0$.

In Equation $^3$, $s_i, s_j \in A$ are tuples of all protected attribute values, e.g., gender, race, and nationality, and $\Theta$ is a set of distributions $\theta$ which could plausibly generate each instance $x$. For example, $\Theta$ could be the set of Gaussian distributions over credit scores per value of the protected attributes, with mean and standard deviation in a certain range.

This is an intuitive intersectional definition of fairness: regardless of the combination of protected attributes, the probabilities of the outcomes will be similar, as measured by the ratios versus other possible values of those variables, for small values of $\epsilon$. For example, the probability of being given a loan would be similar regardless of a protected group’s intersecting combination of gender, race, and nationality, marginalizing over the remaining attributes in $x$. If the probabilities are always equal, then $\epsilon = 0$, otherwise $\epsilon > 0$. We have arrived at our criterion based on the 80% rule, but it can also be derived as a special case of pufferfish $^2$, a generalization of differential privacy $^3$ which uses a variation of Equation $^3$ to hide the values of an arbitrary set of secrets. If $P_{M,\theta}$ is unknown, it can be estimated using the empirical distribution, or via a probabilistic model of the data.

We can adapt DF to measure fairness in data, i.e. outcomes assigned by a black-box algorithm or social process, by using (a model of) the data’s generative process as the mechanism.

Definition 2.2. A labeled dataset $D = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ is $\epsilon$-differentially fair (DF) in $A$ with respect to model $P_{Model}(x, y)$ if mechanism $M(x) = y \sim P_{Model}(y|x)$ is $\epsilon$-differentially fair with respect to $(A, \{P_{Model}(x)\})$, for $P_{Model}$ trained on the dataset.

In the Appendix, we consider extensions of DF to handle confounder variables, and to measure the amplification of bias due to an algorithm. We also provide worked examples and estimation strategies.

3 Properties of Differential Fairness (Proofs Given in Appendix)

Intersectionality: Differential fairness explicitly encodes protection of intersectional groups. For DF, we prove that this automatically implies fairness for each of the protected attributes individually, and indeed, any subset of the protected attributes. In other words, by ensuring fairness at the intersection of gender, race, and nationality under our criterion, we also ensure the same degree of fairness between genders overall, and between gender/nationality pairs overall, and so on.

Theorem 3.1. (Intersectionality Property) Let $M$ be an $\epsilon$-differentially fair mechanism in $(A, \Theta)$, $A = S_1 \times S_2 \times \ldots \times S_p$ and let $D = S_{a_1} \times \ldots \times S_{a_k}$ be the Cartesian product of a nonempty proper subset of the protected attributes included in $A$. Then $M$ is $\epsilon$-differentially fair in $(D, \Theta)$.

Privacy: The differential fairness definition, and the resulting level of fairness obtained at any particular measured fairness parameter $\epsilon$, can be interpreted by viewing the definition through the lens of privacy. Differential fairness ensures that given the outcome, an untrusted vendor/adversary can learn very little about the protected attributes of the individual, relative to their prior beliefs, assuming their prior beliefs are in $\Theta$:

$$e^{-\epsilon} P(s_i|\theta) \leq P(s_i|M(x) = y, \theta) \leq e^{\epsilon} P(s_i|\theta).$$  

(4)

The privacy guarantee only holds if $\theta \in \Theta$, which may not always be the case. Regardless, the value of $\epsilon$ may typically be interpreted as a privacy guarantee against a “reasonable adversary.”

Utility: An $\epsilon$-differentially fair mechanism admits a disparity in expected utility of as much as a factor of $\exp(\epsilon) \approx 1 + \epsilon$ (for small values of $\epsilon$) between pairs of protected groups with $s_i \in A$, $s_j \in A$, for any utility function. The proof follows the case of differential privacy $^2$, see Appendix.

---

$^2$The possibility of multiple $\theta \in \Theta$ is valuable from a privacy perspective, where $\Theta$ is the set of possible beliefs that an adversary may have about the data, and is motivated by the work of $^3$. Continuous protected attributes are also possible, in which case sums are replaced by integrals in our proofs.
Figure 2: Per-group measurements of (a) $\epsilon$-DF and (b) $\gamma$-SF of the classifiers vs group size (probability), COMPAS dataset, calculated using Equations 1 and 3 with the group held fixed. Circles: intersectional subgroups. Squares: top-level groups. The methods improve fairness, both per group and overall, but SF-Classifier is seen to ignore minority groups in the overall $\gamma$-SF measurement, calculated as a worst-case over all groups.

Generalization: To ensure that an algorithm is truly fair, the fairness properties obtained on a dataset must extend to the underlying population. We prove a generalization guarantee for estimating DF although it is weaker than for subgroup fairness [18] – the price of protecting minority subgroups:

**Theorem 3.2. (Generalization Property)** Fix a class of functions $\mathcal{H}$, which without loss of generality aim to discriminate the outcome $y = 1$ from any other value, denoted here as $y = 0$. For any conditional distribution $P(y, x|s)$ given a group $s$, let $S \sim P^m$ be a dataset consisting of $m$ examples $(x_i, y_i)$ sampled i.i.d. from $P(y, x|s)$. Then for any $0 < \delta < 1$, with probability $1 - \delta$, for every $h \in \mathcal{H}$, we have:

\[
|P(y = 1|s, h) - P_S(y = 1|s, h)| \leq \tilde{O}(\sqrt{\text{VCDIM}(\mathcal{H}) \log m + \log(1/\delta)}) m.
\]

(5)

4 Experiments and Conclusion

We trained deep neural network classifiers with a penalty term for differential fairness (DF-Classifier) via adaptive gradient descent (Adam) (see Appendix). The same approach was used to train a subgroup fair classifier (SF-Classifier). We performed experiments on the COMPAS dataset regarding a system that is used to predict criminal recidivism [1] (protected attributes: race and gender). Further experiments were performed on the Adult 1994 U.S. census income data from the UCI repository [20] (protected attributes: race, gender, USA vs non-USA nationality), see the Appendix.

An important goal of this work was to consider the impact of the fairness methods on minority groups. In Figure 2 we report the “per-group unfairness,” defined as Equations 1 and 3 with one group held fixed, versus the group’s probability (i.e. size) on the COMPAS dataset. Both methods improve their corresponding per-group unfairness measures over the typical classifier. On the other hand, the $\gamma$-SF metric only assigns high per-group unfairness values to large groups in its measurement, so minority groups are not able to influence the overall $\gamma$-SF unfairness. This was not the case for $\epsilon$-DF metric, where groups of various sizes had similarly high per-group $\epsilon$ values. Furthermore, the DF-Classifier improved the per-group fairness under both metrics for groups of all sizes, while the SF-classifier did not improve the per-group $\gamma$-SF for small groups. Further experiments, given in the Appendix, show that DF-Classifier and SF-Classifier behave similarly in terms of accuracy, and that they can be tuned to improve fairness with little loss in accuracy. Our overall conclusion is that the DF-Classifier is able to achieve intersectionally fair classification with minor loss in performance, while providing greater protection to minority groups than when enforcing subgroup fairness.

---

3 Predicted income, used for consequential decisions like housing approval, may result in digital redlining [2].
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A Toy Example Illustrating Minority Bias of Subgroup Fairness

In Figure 3 we show an example where varying the size of a minority group $P(\text{minority})$ drastically alters $\gamma$-subgroup fairness, which finds that a rather extreme scenario is more acceptable when the minority group is small. Our proposed criterion, $\epsilon$-DF, is constant in $P(\text{minority})$. 

Figure 3: Toy example: probability of the “positive” class is 0.8 for a majority group, 0.1 for a minority group, varying $P(\text{minority})$. 


Figure 4: Implicit causal assumptions (a,b) and values-driven ideal world scenarios (c,d) for inframarginality and intersectionality notions of fairness. Here, $A$ denotes protected attributes, $X$ observed attributes, $Y$ outcomes, $N$ individuals, $p$ number of protected attributes. Red arrows denote potentially unfair causal pathways, which are removed to obtain the ideal world scenarios (c,d). The above summarizes broad strands of research; individual works may differ.

**B Causal Assumptions of Intersectionality and Inframarginality**

In Figure 4, we summarize the causal assumptions regarding society and data, and the idealized “perfect world” scenarios implicit in the two approaches to fairness. Inframarginality (a) emphasizes that the distribution over relevant attributes $X$ varies across protected groups $A$, which leads to potential differences in so-called “merit” or “risk” between groups, typically presumed to correspond to latent ability and thus “deservedness” of outcomes $Y$ [26]. Intersectionality (b) emphasizes that we must also account for systems of oppression which lead to (dis)advantage at the intersection of multiple protected groups, impacting all aspects of the system including the ability of individuals to succeed (“merit”) to their potential, had they not been impacted by (dis)advantage [10].

In the ideal world that an algorithmic (or other) intervention aims to achieve, inframarginality-based fairness desires that individual “merit” is the sole determiner of outcomes (c) [26][15], which can lead to disparity between groups [11]. In the ideal world that intersectionality-based fairness aims to achieve, unfair (dis)advantages between groups are removed so that individuals can achieve their potential. This implies parity of outcomes between groups, assuming that there are no legitimate confounder variables (e.g. the choice of department to apply to in a university admissions scenario).

**C Estimating Differential Fairness from Data**

Assuming discrete outcomes, $P_{Data}(y|s) = \frac{N_{y,s}}{N_s}$, where $N_{y,s}$ and $N_s$ are empirical counts of their subscripted values in the dataset $D$. **Empirical differential fairness (EDF)** corresponds to verifying that for any $y$, $s_i$, $s_j$, we have

$$e^{-\epsilon} \leq \frac{N_{y,s_i}}{N_{s_i}} \cdot \frac{N_{y,s_j}}{N_{y,s_j}} \leq e^{\epsilon},$$

(6)
which corresponds to the following process. The applicant’s protected group is 1 or 2 with probability

A simple worked example of differential fairness is given in Figure 5. In the example, given an

where scalar \( \alpha \) is each entry of the parameter of a symmetric Dirichlet prior with concentration parameter \(|Y|\alpha\), \( Y = \text{Range}(M) \). We refer to this as smoothed EDF.

Note that EDF and smoothed EDF methods can sometimes be unstable in extreme cases when nearly all instances are assigned to the same class. To address this issue, instead of using empirical hard counts per group \( N_{y,s} \), we can also use soft counts for (smoothed) EDF, based on a probabilistic classifier’s predicted \( P(y|x) \), as follows:

\[
e^{-\epsilon} \leq \frac{N_{y,s_i} + \alpha}{N_{s_i} + |Y|\alpha} \frac{N_{s_j} + |Y|\alpha}{N_{y,s_j} + \alpha} \leq e^\epsilon, \tag{7}
\]

where scalar \( \alpha \) is each entry of the parameter of a symmetric Dirichlet prior with concentration parameters \( |Y|\alpha \), \( Y = \text{Range}(M) \). We refer to this as smoothed EDF.

Alternatively, if we estimate \( \epsilon\)-DF via the posterior predictive distribution of a Dirichlet-multinomial model, the criterion for any \( y, s_i, s_j \) becomes

\[
e^{-\epsilon} \leq \frac{\sum_{x \in D: A = s_i} P(y|x) + \alpha}{N_{s_i} + |Y|\alpha} \frac{N_{s_j} + |Y|\alpha}{\sum_{x \in D: A = s_j} P(y|x) + \alpha} \leq e^\epsilon. \tag{8}
\]

D Illustrative Worked Examples

A simple worked example of differential fairness is given in Figure 5. In the example, given an applicant’s score \( x \) on a standardized test, the mechanism \( M(x) = x \geq t \) approves the hiring of a job applicant if their test score \( x \geq t \), with \( t = 10.5 \). The scores are distributed according to \( \theta \), which corresponds to the following process. The applicant’s protected group is 1 or 2 with probability 0.5. Test scores for group 1 are normally distributed \( N(x; \mu_1 = 10, \sigma = 1) \), and for group 2 are distributed \( N(x; \mu_2 = 12, \sigma = 1) \). In the figure, the group-conditional densities are plotted on the top, along with the threshold for the hiring outcome being yes (i.e. \( M(x) = 1 \)). Shaded areas indicate the probability of a yes hiring decision for each group (overlap in purple). On the bottom, the calculations show that \( M(x) \) is \( \epsilon \)-differentially fair for \( \epsilon = 2.337 \). This means that the probability ratios are bounded within the range \((e^{-\epsilon}, e^\epsilon) = (0.0966, 10.35)\), i.e. one group has around 10 times the probability of some particular hiring outcome than the other (\( y = \text{no} \)). Under the presumption that the two groups are roughly equally capable of performing the job overall, this is clearly unsatisfactory in terms of fairness.

The intersectional setting, in which there are multiple protected variables, is specifically addressed by differential fairness, by considering the probabilities of outcomes for each intersection of the set of protected variables. We illustrate this setting with an example on admissions of prospective students to a particular University X. In the scenario, the protected attributes are gender and race, and the mechanism is the admissions process, with a binary outcome. Our data, shown in Table 1, is adapted from a real-world scenario involving treatments for kidney stones, often used to demonstrate Simpson’s paradox \[12\]. Here, the “paradox” is that for race 1, individuals of gender A are more likely to be admitted than those of gender B, and for race 2, those of gender A are also more likely to be admitted than those of gender B, yet counter-intuitively, gender B is more likely to be admitted overall.
As we have seen, differential fairness can be used to measure the inequity between the outcome well as for the pairs of probabilities for the declined admission outcome (Theorem E.1. (Confounders Property))

(Confounders Property)

Theorem 3.1 that \( \epsilon \) bias amplification of the original data, a phenomenon that [29] refer to as dataset, \( \epsilon \) fairness of a labeled dataset and \( \epsilon \) additional “fairness cost” of using one mechanism instead of the other. When \( \epsilon \) meaningful (for fixed \( A \) and \( \Theta \)), and for tightly computed minimum values of \( \epsilon \), and measure the additional “fairness cost” of using one mechanism instead of the other. When \( \epsilon \) is the differential fairness of a labeled dataset and \( \epsilon \) is the differential fairness of a classifier measured on the same dataset, \( \epsilon \) is a measure of the extent to which the classifier increases the unfairness over the original data, a phenomenon that [29] refer to as bias amplification.

E Extensions to the Differential Fairness Definition

E.1 Dealing with Confounder Variables

As we have seen, differential fairness can be used to measure the inequity between the outcome probabilities for the protected groups and their intersections at different levels of measurement granularity, although it does not determine whether the inequities were due to systemic factors and/or discrimination. In the case study above, a confounding variable which could explain the Simpson’s reversal is the decision of the prospective student on the department to apply to. The \( \epsilon \)-DF criterion is appropriate when the differences are believed to be due to systems of oppression, as posited by intersectionality theory, and confounder variables are not present. With confounders, parity in outcomes between intersectional protected groups, which \( \epsilon \)-DF rewards, may no longer be desirable (see Figure 6). For example, a confounder variable which could partly explain gender or racial disparities in a university’s admissions is the choice of department to apply to, some of which are more selective. We propose an alternative fairness definition for when known confounders are present.

Definition E.1. Let \( \Theta \in \Theta \) be distributions over \( (x,c) \), where \( c \in C \) are confounder variables. A mechanism \( M(x) \) is \( \epsilon \)-differentially fair with confounders (DFC) with respect to \( (A,\Theta,C) \), if for all \( c \in C \), \( M(x) \) is \( \epsilon \)-DF with respect to \( (A,\Theta|c) \), where \( \Theta|c = \{P(x|\theta,c)|\theta \in \Theta\} \).

In the university admissions case, Definition E.1 penalizes disparity in admissions at the department level, and the most unfair department determines the overall unfairness \( \epsilon \)-DFC.

Theorem E.1. (Confounders Property) Let \( M \) be an \( \epsilon \)-DFC mechanism in \( (A,\Theta,C) \), Then \( M \) is \( \epsilon \)-differentially fair in \( (A,\Theta) \).

From Theorem E.1 if we protect differential fairness per department, we obtain differential fairness and its corresponding theoretical economic and privacy guarantees in the University’s overall admissions, bounded by the \( \epsilon \) of the most unfair department, even in the case of a Simpson’s reversal.

E.2 DF Bias Amplification Measure

Similarly to differential privacy, differences \( \epsilon_2 - \epsilon_1 \) between two mechanisms \( M_2(x) \) and \( M_1(x) \) are meaningful (for fixed \( A \) and \( \Theta \), and for tightly computed minimum values of \( \epsilon \), and measure the additional “fairness cost” of using one mechanism instead of the other. When \( \epsilon_1 \) is the differential fairness of a labeled dataset and \( \epsilon_2 \) is the differential fairness of a classifier measured on the same dataset, \( \epsilon_2 - \epsilon_1 \) is a measure of the extent to which the classifier increases the unfairness over the original data, a phenomenon that [29] refer to as bias amplification.
Definition E.2. A mechanism \( M(x) \) satisfies \((\epsilon_2 - \epsilon_1)\)-DF bias amplification with respect to \((A, \Theta, D, M)\) if it is \(\epsilon_2\)-DF and \(D\) is a labeled dataset which is \(\epsilon_1\)-DF with respect to model \(M\).

Politically speaking, \(\epsilon\)-DF is a relatively progressive notion of fairness which we have motivated based on intersectionality (disparities in societal outcomes are largely due to systems of oppression), and which is reminiscent of demographic parity \[11\]. On the other hand, \((\epsilon_2 - \epsilon_1)\)-DF bias amplification is a more politically conservative fairness metric which does not seek to correct unfairness in the original dataset, in line with the principle of infra-marginality (a system is biased only if disparities in its behavior are worse than those in society) \[26\]. Informally, \(\epsilon_2\)-DF and \((\epsilon_2 - \epsilon_1)\)-DF bias amplification represent “upper and lower bounds” on the unfairness of the system in the case where the relative effect of structural oppression on outcomes is unknown.

F Proofs

We start with a useful lemma.

Lemma F.1. The \(\epsilon\)-DF criterion can be rewritten as: for any \(\theta \in \Theta\), \(y \in \text{Range}(M)\),

\[
\log \max_{s \in A : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta) - \log \min_{s \in A : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta) \leq \epsilon.
\] (9)

F.1 Proof of Lemma F.1

Proof. The definition of \(\epsilon\)-differential fairness is, for any \(\theta \in \Theta\), \(y \in \text{Range}(M)\), \((s_i, s_j) \in A \times A\) where \(P(s_i|\theta) > 0\), \(P(s_j|\theta) > 0\),

\[
e^{-\epsilon} \leq \frac{P_{M,\theta}(M(x) = y|s_i, \theta)}{P_{M,\theta}(M(x) = y|s_j, \theta)} \leq e^{\epsilon}.
\] (10)

Taking the log, we can rewrite this as:

\[
-\epsilon \leq \log P_{M,\theta}(M(x) = y|s_i, \theta) - \log P_{M,\theta}(M(x) = y|s_j, \theta) \leq \epsilon.
\] (11)

The two inequalities can be simplified to:

\[
|\log P_{M,\theta}(M(x) = y|s_i, \theta) - \log P_{M,\theta}(M(x) = y|s_j, \theta)| \leq \epsilon.
\] (12)

For any fixed \(\theta\) and \(y\), we can bound the left hand side by plugging in the worst case over \((s_i, s_j)\),

\[
|\log P_{M,\theta}(M(x) = y|s_i, \theta) - \log P_{M,\theta}(M(x) = y|s_j, \theta)| \leq \log \max_{s : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta)
\]

\[
- \log \min_{s : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta).
\] (13)
Plugging in this bound, which is achievable and hence is tight, the criterion is then equivalent to:

\[
\log \max_{s : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta) - \log \min_{s : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|s, \theta) \leq \epsilon .
\]  

(14)

\[\square\]

F.2 Proof of Theorem 3.1 (Intersectionality Property)

Proof. Define \( E = S_1 \times \ldots \times S_{n-1} \times S_{n+1} \ldots \times S_{k-1} \times S_{k+1} \times \ldots \times S_p \), the Cartesian product of the protected attributes included in \( A \) but not in \( D \). Then for any \( \theta \in \Theta, y \in \text{Range}(M) \),

\[
\log \max_{s \in D : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|D = s, \theta) \\
= \log \max_{s \in D : P(s|\theta) > 0} \sum_{e \in E} P_{M,\theta}(M(x) = y|E = e, s, \theta) P_{\theta}(E = e|s, \theta) \\
\leq \log \max_{s \in D : P(s|\theta) > 0} \sum_{e \in E} \sum_{e' \in E} P_{M,\theta}(M(x) = y|E = e', s, \theta) P_{\theta}(E = e'|s, \theta) \\
= \log \max_{s \in A : P(s'|\theta) > 0} P_{M,\theta}(M(x) = y|s', \theta)
\]

By a similar argument, \( \log \min_{s \in D : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|D = s, \theta) \geq \log \min_{s' \in A : P(s'|\theta) > 0} P_{M,\theta}(M(x) = y|s', \theta) \). Applying Lemma F.1 we hence bound \( \epsilon \) in \((D, \Theta)\)

\[
\log \max_{s \in D : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|D = s, \theta) \\
- \log \min_{s \in D : P(s|\theta) > 0} P_{M,\theta}(M(x) = y|D = s, \theta) \\
\leq \log \max_{s' \in A : P(s'|\theta) > 0} P_{M,\theta}(M(x) = y|s', \theta) \\
- \log \min_{s' \in A : P(s'|\theta) > 0} P_{M,\theta}(M(x) = y|s', \theta) \leq \epsilon .
\]  

(15)

\[\square\]

Discussion of Intersectionality Property: This property is philosophically concordant with intersectionality, which emphasizes empathy with all overlapping marginalized groups. However, its benefits are mainly practical; in principle, one could protect all higher-level groups in SF by specifying \( \sum_{j=1}^{p} \binom{p}{j} K^j \) binary indicator protected groups, where \( K \) is the number of values per protected attribute. This quickly becomes computationally and statistically infeasible. For example, Figure 7 counts the number of protected groups that must be explicitly considered under the two intersectional fairness definitions. The intersectionality property (Theorem 3.1) implies that when the bottom-level intersectional groups are protected (blue curve), differential fairness will automatically protect all higher-level groups and subgroups (red curve). Since subgroup fairness does not have this property, all of the groups and subgroups (red curve) must be protected explicitly with their own group indicators \( g(s) \). Although the number of bottom-level groups grows exponentially in the number of protected attributes, the total number of groups grows much faster, at the combinatorial rate of \( \sum_{j=1}^{p} \binom{p}{j} K^j \).
F.3 Proof of Utility Guarantee

Let \( u(y) : \text{Range}(M(x)) \rightarrow \mathbb{R}_{\geq 0} \) be a utility function. Then:

\[
E_{P_{M,\theta}}[u(y)|s_i] = \int P_{M,\theta}(y|s_i)u(y)dy \leq \int e^{\epsilon}P_{M,\theta}(y|s_j)u(y)dy = e^{\epsilon}E_{P_{M,\theta}}[u(y)|s_j].
\] (16)

F.4 Proof of Theorem 3.2 (Generalization Property)

Kearns et al. [18] proved that empirical estimates of the quantities per group which determine subgroup fairness, \( P_{M,\theta}(y = 1|g(s) = 1)P_\theta(g(s) = 1) \), will be similar to their true values, with enough data relative to the VC dimension of the classification model’s concept class \( \mathcal{H} \). We state their result below.

Theorem F.1. [18]’s Theorem 2.11 (SP Uniform Convergence). Fix a class of functions \( \mathcal{H} \) and a class of group indicators \( \mathcal{G} \). For any distribution \( P \), let \( S \sim P^m \) be a dataset consisting of \( m \) examples \((x_i, y_i)\) sampled i.i.d. from \( P \). Then for any \( 0 < \delta < 1 \), with probability \( 1 - \delta \), for every \( h \in \mathcal{H} \) and \( g \in \mathcal{G} \), we have:

\[
|P(y = 1|g(s) = 1, h)P(g(s) = 1) - P_S(y = 1|g(s) = 1, h)P_S(g(s) = 1)| \leq \tilde{O}\left(\sqrt{\text{VCDIM}(\mathcal{H}) + \text{VCDIM}(\mathcal{G})}\log m + \log(1/\delta)\right) \tag{17}
\]

Here, \( \tilde{O} \) hides logarithmic factors, and \( P_S \) is the empirical distribution from the \( S \) samples. It is natural to ask whether a similar result holds for differential fairness. As [18] note, the SF definition was chosen for statistical reasons, revealed in the above equation: the \( P_\theta(g(s) = 1) \) term in SF arises naturally in their generalization bound. For DF, we specifically avoid this term due to its impact on minority groups, and must instead bound \( P_{M,\theta}(y|s) \) per group \( s \).

We now make use of [18]’s theorem above to prove our Theorem 3.2.

Proof. (Theorem 3.2 Generalization Property) Let \( g(s') = 1 \) when \( s' = s \) and 0 otherwise, and let \( \mathcal{G} = \{ g(s') \} \). We see that \( \mathcal{G} \) has a VC-dimension of 0. The result follows directly by applying Theorem F.1 [18]’s Theorem 2.11) to \( \mathcal{H} \) and \( \mathcal{G} \), and considering the bound for the distributions \( P \) over \((x, y)\) where \( P(g(s') = 1) = 1 \).

Discussion of Generalization Property: While SF has generalization bounds which depend on the overall number of data points, DF’s generalization guarantee requires that we obtain a reasonable
number of data points for each intersectional group in order to accurately estimate $\epsilon$-DF. This difference, the price of removing the minority-biasing term, should be interpreted in the context of the differing goals of our work and [13], who aimed to prevent fairness gerrymandering by protecting every conceivable subgroup that could be targeted by an adversary.

In contrast, our goal is to uphold intersectionality, which simply aims to enact a more nuanced understanding of unfairness than with a single protected dimension such as gender or race. In practice, consideration of 2 or 3 intersecting protected dimensions already improves the nuance of assessment. Sufficient data per intersectional group can often be readily obtained in such cases, e.g. [5] studied the intersection of gender and skin color on fairness. Similarly, [18] focus on the challenge of auditing subgroup fairness when the subgroups cannot easily be enumerated, which is important in the fairness gerrymandering setting. In contrast, in our intended applications of preserving intersectional fairness the number of intersectional groups is often only around $2^2 - 2^3$.

F.5 Proof of Theorem E.1 (Confounders Property)

Proof. Let $\theta \in \Theta$, $y \in \text{Range}(M)$, $c \in C$, and $(s_i, s_j) \in A \times A$ where $P(s_i|\theta) > 0$ and $P(s_j|\theta) > 0$. We have:

$$\frac{P_{M,\theta}(M(x) = y|s_i, \theta)}{P_{M,\theta}(M(x) = y|s_j, \theta)} = \frac{\sum_{c \in C} P_{M,\theta}(M(x) = y|s_i, c, \theta) P_{M,\theta}(c|s_i, \theta)}{\sum_{c \in C} P_{M,\theta}(M(x) = y|s_j, c, \theta) P_{M,\theta}(c|s_j, \theta)}$$

$$= \frac{\sum_{c \in C} P_{M,\theta}(M(x) = y|s_i, c, \theta) P_{\theta}(c|s_i, \theta)}{\sum_{c \in C} P_{M,\theta}(M(x) = y|s_j, c, \theta) P_{\theta}(c|s_j, \theta)}$$

$$= \sum_{c \in C} \frac{P_{M,\theta}(M(x) = y|s_i, c, \theta)}{P_{M,\theta}(M(x) = y|s_j, c, \theta)} P_{\theta}(c|s_i, \theta) P_{\theta}(c|s_j, \theta)$$

$$\leq \sum_{c \in C} e^{\epsilon'} P_{\theta}(c|s_i, \theta) = e^{\epsilon'}.$$  \hfill (18)

Reversing $s_i$ and $s_j$ and taking the reciprocal shows the other inequality. \hfill \Box

G Learning Algorithm

In this section we introduce a simple, practical learning algorithm for differentially fair classifiers (DF-Classifiers). Our algorithm uses the fairness cost as a regularizer to balance the trade-off between fairness and accuracy. We minimize, with respect to the classifier $M_{W}(x)$’s parameters $W$, a loss function $L_X(W)$ plus a penalty on unfairness which is weighted by a tuning parameter $\lambda > 0$. We train fair neural networks using gradient descent (GD) on our objective via backpropagation and automatic differentiation. The learning objective for training data $X$ becomes:

$$\min_W [L_X(W) + \lambda R_X(\epsilon)]$$  \hfill (19)
We learned fair classifiers in several settings: 1) we set the target thresholds to perfect fairness, \( \epsilon_1 = 0.0 \) and \( \gamma_1 = 0.0 \) for DF-Classifier and SF-Classifier, respectively, and 2) to penalize bias amplification by the algorithm, by setting the thresholds to \( \epsilon_1 = \epsilon_{data} \) and \( \gamma_1 = \gamma_{data} \) for DF-Classifier and SF-Classifier, respectively. Finally, to protect the 80%-rule we set \( \epsilon_1 = - \log 0.8 = 0.2231 \) for DF-Classifier only. Since there is no straightforward way to enforce the 80%-rule for SF-Classifier, it was not considered in this analysis.

Tables 2 and 3 compare the classifiers on the Adult and COMPAS datasets, respectively. Both DF-Classifier and SF-Classifier were able to substantially improve their fairness metrics over the typical classifier, with modest costs in accuracy, F1 score, and ROC AUC, and the trade-off varied roughly monotonically in the target value \( \epsilon_1 \) or \( \gamma_1 \). Based on soft count estimation (Equation 8), the DF-Classifier with \( \epsilon_1 = 0 \) improved from \( \epsilon = 1.646 \) to \( \epsilon = 0.428 \) on Adult with a loss of 2.8 percentage points of accuracy. On COMPAS, it improved from \( \epsilon = 0.773 \) to \( \epsilon = 0.180 \), corresponding to a worst-case difference in utility between groups of a factor of \( e^\epsilon \approx 1.2 \), with a loss of just 1.4 percentage points of accuracy. When trained to prevent bias amplification, the fairness metrics were improved with little (COMPAS) to no (Adult) reduction in accuracy. While SF-Classifier typically had slightly higher accuracy under the same settings, DF-Classifier often greatly improved \( \gamma \)-SF as well, while SF-Classifier enjoyed only modest improvements in \( \epsilon \)-DF.

<table>
<thead>
<tr>
<th>Models</th>
<th>Performance Measures</th>
<th>Fairness Measures (using soft counts)</th>
<th>Fairness Measures (using hard counts)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>SF</td>
<td>Bias Amp-SF</td>
</tr>
<tr>
<td></td>
<td>( \epsilon_1 = 0.0 )</td>
<td>( \gamma )-SF</td>
<td>( \epsilon )-DF</td>
</tr>
<tr>
<td></td>
<td>( \epsilon_1 = 0.2231 )</td>
<td>(-0.015)</td>
<td>(-0.006)</td>
</tr>
<tr>
<td></td>
<td>( \epsilon_1 = \epsilon_{data} )</td>
<td>(-0.259)</td>
<td>(-0.025)</td>
</tr>
<tr>
<td></td>
<td>( \gamma_1 = \gamma_{data} )</td>
<td>(-0.012)</td>
<td>(-0.045)</td>
</tr>
</tbody>
</table>

Table 3: Comparison of intersectionally fair classifiers with the typical classifier on the COMPAS dataset (\( \epsilon_1 = 0.2231 \) is the 80% rule).
We have seen that the $\gamma$-SF metric downweights the consideration of minorities (cf. Figure 2). In this experiment, we quantify the resulting inequity of fairness consideration using the Gini coefficient, a commonly used measure of statistical dispersion which is often used to represent the inequity of income. The Gini coefficient $(G)$ of a fairness metric $F$ is calculated as

$$G = \frac{1}{2\mu} \sum_{i=1}^{n} \sum_{j=1}^{n} P(s_i)P(s_j)|F_{s_i} - F_{s_j}|,$$

(20)

where $\mu = \sum_{i=1}^{n} F_{s_i}P(s_i)$ and $P(s_i)$ is the fraction of population belonging to the $i$th intersectional group, while $F_{s_i}$ represents the fairness measure (i.e. per-group $\epsilon$ or $\gamma$) of that group. For a fixed algorithm and data distribution, a fairness metric with a smaller Gini coefficient distributes its (un)fairness consideration more equitably across the population, which is typically desirable in the sense that the entire population has a voice in the determination of (un)fairness.

Table 4 shows a comparison of $G$ values for the $\epsilon$-DF and $\gamma$-SF metrics on the Adult and COMPAS datasets. Both fairness metrics are measured for the labeled dataset (i.e. $\epsilon_{Data}$) as well as for a logistic regression (LR) classifier (i.e. $\epsilon_{LR}$) trained on the same dataset. In all the experiments, the $G$ value for $\epsilon$-DF is much lower compared to $\gamma$-SF’s $G$ value. Thus, $\epsilon$-DF was observed to provide a more equitable distribution of its per-group fairness measurements, presumably due to its more inclusive treatment of minority groups.

H.3 Evaluation of Intersectionality Property

In our final experiment (Table 5), we studied the ability of $\gamma$-SF to preserve the intersectionality property shown for $\epsilon$-DF in Theorem 3.1 by measuring fairness with different sets of protected attributes. The property is violated if removing a protected attribute increases the metric. As expected, $\epsilon$-DF obeyed the intersectionality property, but $\gamma$-SF violated it as $\gamma$ for gender $>$ $\gamma$ for race $\times$ gender (COMPAS), and $\gamma$ for gender $>$ $\gamma$ for gender $\times$ nationality (Adult).
I Relationship Between DF and Pufferfish Privacy

Pufferfish [19] is a general privacy framework which extends differential privacy to protect arbitrary pairs of secrets. Differential fairness adapts the pufferfish privacy framework to the task of defining algorithmic fairness, by selecting a set of protected attributes as the secrets, and ensuring that the values of these attributes are indistinguishable. Thus, differential fairness provides a closely related privacy guarantee to differential privacy.

Definition I.1. A mechanism $M(x)$ is $\epsilon$-pufferfish private [19] in a framework $(S, Q, \Theta)$ if for all $\theta \in \Theta$ with $x \sim \theta$, for all secret pairs $(s_i, s_j) \in Q$ and $y \in \text{Range}(M)$,

$$e^{-\epsilon} \leq \frac{P_{M,\theta}(M(x) = y|s_i, \theta)}{P_{M,\theta}(M(x) = y|s_j, \theta)} \leq e^{\epsilon},$$

when $s_i$ and $s_j$ are such that $P(s_i|\theta) > 0$, $P(s_j|\theta) > 0$. 