A User Study on a De-biased Career Recommender System
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1 Introduction
AI is increasingly being used in making consequential decisions such as determining whether someone is granted parole or not (Angwin et al., 2016). Unfortunately, there have been a wide range of recent discoveries of biased AI systems that are prejudiced against certain groups of people (Dastin, 2018; Noble, 2018; Angwin et al., 2016). In this research, we focus on developing new techniques that mitigate gender biases in automated career recommendation systems. Since biases are typically inherent in AI systems trained on data influenced by our society, an AI recommender must be “de-biased” to avoid reinforcing harmful stereotypes (e.g., recommending computer programming to boys and nursing to girls) (Bolukbasi et al., 2016; Yao and Huang, 2017). Although it is technically possible to remove biases from an AI system, it is unclear whether intended users prefer such a system. We conduct a user study to investigate this.

2 AI-based Career Recommendation
We implemented two variations of a career recommender system: gender-aware and gender-debiased. The gender-aware system makes career recommendations based on the choices by the people of the same gender (e.g., recommending to girls based on the career choices of other girls) while the gender-debiased system (Islam et al., 2019) mitigates the influence of gender. We train the systems using the “likes” and declared career concentrations of 15,000 people. We first train a neural collaborative filtering (NCF) model (He et al., 2017) to learn a vector representation of users and “likes” (i.e. user- and like-embeddings). We then use a logistic regression classifier to suggest career concentrations based on the user- and like-embeddings.

For the gender-debiased recommender, there is an additional de-biasing step where we adapt a recent work on attenuating bias in word vectors (Dev and Phillips, 2019). First, we obtain a male-female bias direction as \( v_B = (v_F - v_M) / (\| v_F - v_M \|) \), where \( v_F \) and \( v_M \) are the average vector over the embeddings of female and male users. We then de-bias user embeddings \( p_u \) by removing their component along the bias direction: \( p'_u = p_u - (p_u \cdot v_B) v_B \). To evaluate the system performance, we employed both accuracy and fairness-based measures such as Hit Rate (HR), Normalized Discounted Cumulative Gain (NDCG) and Non-parity Unfairness (Yao and Huang, 2017). Our results demonstrate that the de-biased recommender achieved better fairness without losing any prediction accuracy.

3 User Study
To investigate whether users prefer a de-biased recommender or not, we designed a customized online survey using SurveyJS. Each user is randomly assigned to interact with either a “gender-aware” or a “gender-debiased” system. For each participant, we collect data on their interests/likes (e.g., whether they like certain music, brands and hobbies). Based on these “likes,” the system recommends three career concentrations. For each recommended concentration, a user is asked to indicate whether they consider it as a possible future career choice. If the answer is “yes,” the system receives 1 point. It receives 0 points if the user said “no” and 0.5 if the user says “I don’t know.” Based on an independent two-sample t-test, the mean acceptance rate for the gender-debiased system is 0.27 while that for the gender-aware system is 0.38. Although the difference is only marginally significant (\( p < 0.08 \)), a lower mean acceptance rate for the gender-debiased system suggests that users on average do not prefer the de-biased recommender.

4 Conclusion and Discussion
Despite the general belief that gender-debiasing AI systems is important, users on average do not prefer the de-biased recommender. One possible explanation is human bias (e.g., people may unconsciously prefer careers that conform to gender stereotypes). This has significant implications on the design and evaluation of de-biased AI systems.
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