
Training WGANs with Peer Instruction 

Taif Ghiwaa Supervisor: James Foulds
Department of Information Systems, UMBC

{taifg1, jfoulds}@umbc.edu

Generative adversarial networks (GANs) have
shown superb results for generating synthetic da-

ta via a competitive game between two networks
(Goodfellow et al., 2014). In these models, a 

generator network maps random noise to produce 
synthetic data, and a discriminator network dis-

criminates whether the data fed to it is real or 
synthetic. Regardless of their success, GANs

suffer from instability and difficulties in training. 
In (Arjovsky et al., 2017; Gulrajani et al., 2017),

an alternative model, the WGAN, was proposed 
to improve the stability by using the Wasserstein 

distance and enforcing a Lipschitz constraint 
through weight clipping in the former, and a gra-

dient penalty in the latter.

One specific property for WGANs, which im-

proves stability over GANs, is that the critic 
should be trained to convergence, to compute the 

gradient for the generator. Based on this perspec-
tive, we propose an alternative method for train-

ing WGAN models, where multiple WGANs are
trained in parallel and critique each other's ex-

amples. Therefore, WGANs search for the best 
critic among others, to compute the Wasserstein

distance and its gradient. So, when one critic is 
far away from the optimality, another critic from 

another WGAN can help it to learn better. Thus, 
the procedure computes the generator’s gradient 

more accurately, allowing the method to con-
verge faster than the standard WGAN.

The proposed method can be thought of as anal-
ogous to the real-life setting of students in an ac-

tive learning classroom, which is a collaborative 
learning environment involving interactions be-

tween two or more students (Freeman et al.,

2014). Our WGAN learning algorithm resembles
how humans learn via the pedagogical technique 

of peer instruction in a flipped classroom: each 
WGAN is a “student,” trying to understand the 

latent concept behind the data by studying on 
their own before class (i.e. training the discrimi-

nators), then helping each other to answer ques-
tions in class (i.e. training the generators). Dur-

ing class, each student (WGAN) shares and helps 
each other answer multi-choice questions (i.e. 

whether data is real or generated). Peer instruc-
tion has proved effective in improving student 

learning outcomes, by considering a diversity of 
individual background and experience, and using 

this diversity to benefit the whole classroom 
(Freeman et al., 2014). Our preliminary results 

indicate that this intuition extends to WGANs.

We conducted two experiments to demonstrate 

the improvement in both the speed of conver-
gence and the quality of generated samples. 

While we focus on image datasets here, natural 
language processing (NLP) applications will be

considered in our future work, e.g. generating 
sentences with specific characteristics (Subrama-

nian et al., 2017), dialog generation (Li et al., 
2017), and translation (Yang et al., 2018). We 

trained the proposed model on a toy dataset and 
MNIST digits. Our model achieves faster con-

vergence speed, and also sharper and more co-
herent images sampled from a generator when 

comparing it with the standard WGAN (see Fig-
ures in the Appendix). In addition, it saves time 

by accelerating the convergence, due to provid-
ing a stronger critic to the generator. We are cur-

rently working on a parallel implementation, and 
large-scale experimental results.
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Appendix 

Figure 1: The line graph illustrates the disc cost for 
5K iterations for two WGANs frameworks. Our mod-
el (green line) shows the faster converge comparing 
with standard WGAN (yellow line). 

Figure 2: 2D generated samples for running MNIST 
dataset. The left side shows samples from standard 
WGAN, and the right side shows samples from our 
model. Our model generates better samples compar-
ing it with standard WGAN for a selected iteration.


