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Background: Word Embeddings 

 Skip-gram model (Mikolov et al., 2013) 

 
 
 
 
 
 
 
 
 
 
 
 

• Simple model, scales easily to large data sets 
• Can beat deep neural network models 
 

 

Overview 

• Word embeddings find similarities between words, 
leading to improved performance for many NLP tasks: 

– translation, part-of-speech tagging, chunking, NER, … 

• Allow NLP “from scratch,” without feature engineering 

• Typically trained in big data setting 

• Have not yet been widely adopted for computational 
social science research due to the following limitations: 

• Target corpus of interest is often not big data 

• It is important for the model to be interpretable 

• I propose a method for training interpretable word 
embeddings without big data, for computational social 
science, leveraging insights from topic models 
 

Contributions 

• Interpretable, statistically efficient embedding model 

• Key insight: Mixed membership representation 
for parameter sharing while retaining model flexibility 

• Efficient training algorithm, using recent advances 
from both topic models and word embeddings: 

• Metropolis-Hastings-Walker (Li et al., 2014) 

• Noise-contrastive estimation (Gutmann and Hyvarinen, 2010, 2012) 

Proposed training algorithm is (amortized) sublinear 
time in the vocabulary size and number of topics 

• Extensive quantitative experimental results 

• Computational social science case studies 

• Practical recommendations and insights based on 
these results, especially on the use of generic big data 
embeddings, which is a very common practice in NLP 

 

Inference for MM Skip-Gram Topic Model 

• Bayesian inference via collapsed Gibbs sampling 
 
 
 

• Scale to many topics: Metropolis-Hastings-Walker 
• Alias table data structure, amortized O(1) sampling 
• “Mixture of experts” proposal, alias tables for words 

 
 
 

• Simulated annealing to escape early local maxima 

Amortized Sublinear Time Training for MM Skip-Gram 
 

dog:  (0.11, -1.5, 2.7, … ) 
cat:    (0.15, -1.2, 3.2,  … ) 
Paris: (4.5, 0.3, -2.1, …) 
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Figure due to Mikolov et al. (2013) 

A log-bilinear classifier for 
the context of a given word 

Analogy task: man is to king as woman is to _____? 

v(king) v(queen) 

-v(man) 

v(woman) 

Connections to Topic Models, and Mixed Membership Extension to the Skip-Gram 

• Skip-gram corresponds to a supervised naïve Bayes 
topic model, up to its parameterization via embeddings 

• I propose topic model and mixed membership variants 

• Mixed membership models provide parameter sharing 
• Can use fewer vectors than words for small data, 

while retaining substantial representational power 

• Online EM impractical - O(KV) updates 

• Key insight: MMSG topic model equivalent to word 
embedding model (up to the Dirichlet prior) 

• Pre-solve E-step via topic model CGS MHW algorithm 

• Apply noise-contrastive estimation to solve M-step 

Experimental Results 

• Using the full context helps (posterior over 
topic or summing vectors) 

 
• Mixed-membership models (w/ posterior) 

beat naïve Bayes models 
 
• Topic models beat  embedding models 
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Data Visualization: Document, Topic, and Author Embeddings on State of the Union Addresses and NIPS Articles (t-SNE Projections) 

• Represent dictionary words with vectors. 
Similar words have similar vectors. 

State of the Union Addresses 

NIPS Authors 

NIPS Documents 

Reinforcement learning 

Bayesian methods 

Evaluating classifiers 

GOP (red), 
conservative topics 

Democrats (blue), liberal topics 

Early parties: light green = Whigs, pink = Demo-Republicans, 
orange = Federalists (John Adams), green = George Washington) 

Size = recency (year), 
Bigger = more recent 
Gray = topics 

Color= recency (year), 
Red = older, blue = newer 
Gray = topics 

Blue = authors 
Gray = topics 

Mixed Membership Word Embeddings 

• Words have mixed membership distributions over topics 
• Topics have embeddings      , words don’t. Resolves polysemy 
• Fewer vectors than words: statistical efficiency on small data 
• Word embeddings recovered as prior mean        or posterior 

mean vectors        -convex combinations of topic embeddings 
• Interpretable: topics can be interpreted via top words lists, 

word embeddings are defined in terms of topic embeddings 
• Context can be leveraged to improve embeddings       to  

via the posterior distribution over topics for a word token 

Top Words in Topics 

SG = skip-gram, TM = topic model, MM = mixed membership. 

Predicting Held-Out Words 

Downstream Tasks: Classification and Regression 

Bold indicates statistically significant improvement versus SG 

(Mikolov et al., 2013) 

Proposed method 

reparameterize 

reparameterize 

mixed membership 
extension 

Vector Composition in Topic Space 

Prediction task: 
• Predict context words, given an input word. 
• Treat as ranking problem, report mean 

reciprocal rank (MRR) metric 
 

• Training on target corpus beats generic big-
data vectors (except for Shakespeare dataset) 

• Document categorization (classification accuracy, larger is better), and predicting the 

year of SOTU addresses (RMSE, smaller is better). 
• Target corpus beats generic big-data vectors (except for SOTU, which is very small) 
• Skip-gram beats MMSG for classification/regression – loss of granularity 
• But, concatenating the different vectors improves performance over individual embeddings 

• MMSG, SG, generic Google vectors learn complementary information 

Addresses were embedded near-linearly by year! 

Word embeddings are convex combinations of topic embeddings 


